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Fanny Cherblanc2, Romain Ricci3, Laetitia Vercellino4, Salim Kanoun5, Anne-S�egol�ene Cottereau6,
Catherine Thieblemont7, and Olivier Casasnovas8
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Understanding the differences between prognostic and predictive
indices is imperative for medical research advances. We have devel-
oped a new prognostic measure that will identify the strengths, limita-
tions, and potential applications in clinical practice.
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The goal of this article is to explain how to compare prognos-
tic indices and how to demonstrate the predictive impact of a mea-
sure through clinical trials. Prognostic indices in oncology have
increased in sophistication and utility over the last decade. This
evolution can be attributed to advancements in technology (such
as radiomics from PET scans as well as development in data sci-
ence using artificial intelligence techniques). This progress has
been facilitated by improvements in data availability and quality
(including data warehouses) associated with a better understanding
of complex models (with statistical tools), as well as the develop-
ment of personalized medicine. However, few were defined as
clinically useful (1). A variety of methodologic problems could
explain this loss of promising prognostic indices. Some guidelines

are suggested in this article to provide relevant information to
researchers about patient characteristics, statistical methods, and
study designs.

DIFFERENCE BETWEEN PROGNOSTIC AND
PREDICTIVE MEASURES

Before comparing prognostic indices, it is crucial to understand
the difference between prognostic and predictive measures (2).
The confusion between prognostic and predictive variables is often
due to their overlapping concepts, but they have distinct meanings
and implications in medical research and clinical practice.
Prognostic measures provide information about the outcome of

a disease (e.g., progression-free survival [PFS] or overall survival
[OS]) regardless of treatment. They can be used to determine
patient risk and, therefore, may guide therapy choices. From a sta-
tistical point of view, the biomarker is an explanatory variable,
and the question is whether this biomarker has a mathematic rela-
tionship with the outcome. Vercellino et al. (3) showed that total
metabolic tumor volume at baseline was prognostic of survival
outcomes in diffuse large B-cell lymphoma (DLBCL) patients
receiving either lenalidomide maintenance or placebo. Patients
with a high total metabolic tumor volume had worse PFS and OS
than patients with a low total metabolic tumor volume, whatever
the treatment group (lenalidomide or placebo arm).
Regarding predictive measures, they determine how a patient

will respond to a specific treatment. This indicator helps clinicians
identify patients who are most likely to benefit from a particular
therapy or those who are unlikely to respond, avoiding
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unnecessary treatment. From a statistical point of view, testing for
an interaction between the biomarker and the treatment group can
determine whether the biomarker is predictive. For illustration,
Mok et al. (4) observed in a trial enrolling lung adenocarcinoma
patients that PFS was greater with carboplatin-paclitaxel in the
first 6mo and greater with gefitinib in the following 16mo, sug-
gesting 2 subpopulations (Fig. 1A). The interaction between treat-
ment and epidermal growth factor receptor (EGFR) mutation was
significant (P , 0.001), meaning that in the mutation-positive sub-
group, PFS was significantly longer in patients receiving gefitinib
than in those receiving carboplatin-paclitaxel (Fig. 1B), whereas in
the mutation-negative subgroup, PFS was significantly shorter in
those receiving gefitinib than in those receiving carboplatin-
paclitaxel (Fig. 1C).
Note that some measures may have both prognostic and predic-

tive properties and, therefore, can exhibit multifaceted relation-
ships with disease outcomes and treatment responses. Ballman (2)
illustrated prognostic and predictive properties for a biomarker.
On the one hand, we observed predictive properties with a differ-
ent treatment effect according to the status of the biomarker, with
a larger treatment effect observed for biomarker-positive patients.
On the other hand, we observed prognostic properties with longer
survival in biomarker-positive patients than in biomarker-negative
patients, independently of treatment group.

EVALUATION OF PROGNOSTIC INDEX PERFORMANCE

The purpose of a prognostic index is to provide a quantitative
estimate of the outcome (e.g., PFS or OS) for an individual patient
based on various prognostic factors. Prognostic indices play a crit-
ical role in clinical practice by providing clinicians, patients, and
researchers with information on the likely outcome of a disease.
By combining information from multiple prognostic factors, these
indices help optimize patient care, improve clinical decision-
making, and enhance the overall management of disease.
When a prognostic index is being created, evaluation of its per-

formance is crucial. Several methods, such as discrimination and
calibration, can be used to evaluate the performance of a prognos-
tic index.
Discrimination refers to the ability of the prognostic index to dis-

tinguish between patients with different outcomes. Sensitivity and
specificity are 2 important metrics and can be summarized over a
range of cut points for a continuous predictor using the receiver
operating characteristic and the area under the curve (AUC).
Sensitivity measures the ability of the prognostic index to cor-

rectly identify patients with the outcome of interest (e.g., disease
progression or death). A high sensitivity indicates that the

prognostic index has a low rate of false
negativity, meaning it rarely misses
patients who have the outcome. Specificity
measures the ability of the prognostic
index to correctly identify patients without
the outcome of interest. A high specificity
indicates that the prognostic index has a
low rate of false positivity, meaning it
rarely misclassifies patients without the
outcome. The AUC is a valuable metric
for quantifying the discriminatory power
and overall performance of binary classifi-
cation models such as prognostic index.
The AUC ranges from 0.5 (no discrimina-

tory power) to 1 (excellent discrimination).
The concordance index (C-index) (5, 6) is a measure of predic-

tive accuracy commonly used in survival analysis. A higher
C-index (.0.6) indicates better discriminative ability, suggesting
that the prognostic index is more effective at distinguishing
between patients who experience the event and those who do not.
However, the value of the C-index depends on the specific context
of the study (in which the prognostic index is built) and the distri-
bution of the outcome in the population. For example, the C-index
was calculated for the combined total metabolic tumor volume and
performance status (assessed using Eastern Cooperative Oncology
Group score (7)) in different populations (clinical trials [GOYA
and PETAL] and real-life data) and for different outcomes (PFS
and OS). The C-index ranged from 0.6045 in the GOYA trial to
0.655 in the PETAL trial for PFS and from 0.6237 to 0.666 for OS.
The prognostic index should be not only discriminative but also

accurate in estimating the likelihood of an event that is well cali-
brated. Calibration refers to the agreement between the predicted
probabilities of an event (from the prognostic index) and the
observed frequencies of that event in a dataset. Calibration plots can
also be used to visually compare the predicted probabilities from the
prognostic index against the observed frequencies of the outcome.
The plot usually consists of bins or groups of patients with similar
predicted probabilities, and for each group, the average predicted
probability is plotted against the observed frequency of the outcome
within that group. A prognostic index close to 45� line shows per-
fect calibration. Jelicic et al. (8) presented calibration curves for the
13 prognostic indices in DLBCL patients and concluded that prog-
nostic indices with the highest C-index (National Comprehensive
Cancer Network–International Prognostic Index [IPI] and DLBCL
Prognostic Index) also had a good calibration (Fig. 2).

FIGURE 1. (A) PFS for overall population of adenocarcinoma lung patients suggesting 2 subpopu-
lations. (B) PFS for patients with positive EGFR mutation showing that gefitinib is greater than
carboplatin-paclitaxel. (C) PFS for patients with negative EGFR mutation showing that carboplatin
plus paclitaxel is greater than gefitinib. (Reprinted with permission of (4).)

FIGURE 2. Calibration curves for National Comprehensive Cancer Net-
work–IPI (NCCN-IPI) and DLBCL Prognostic Index (DLBCL-PI) in DLBCL
patients concerning OS. (Reprinted with permission of (8).)
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An overall performance measure is the Brier score (9), with
lower values (closest to 0) indicating better performance. It repre-
sents the prediction error. A well-calibrated prognostic index is
crucial for informed decision-making and risk assessment.
In summary, a valuable prognostic index should demonstrate

good performance with good discrimination (AUC, C-index) and a
good calibration (plot, Brier score) before being compared with
other prognostic indices.

HOW TO DEFINE LOW- AND HIGH-RISK PATIENTS

Defining high- and low-risk patients depends on the context of
the disease or outcome of interest. Threshold can be established
from the prognostic indices to define different risk groups.
For example, the IPI is a widely used prognostic tool in DLBCL

(10) that helps stratify patients into risk groups based on several
clinical factors (age [.60 y vs. #60 y], Ann Arbor stage [stage
III/IV vs. stage I/II], performance status [Eastern Cooperative
Oncology Group score $ 2 vs. , 2], serum lactate dehydrogenase
level [elevated vs. normal], and number of extranodal sites
involved [$2 vs. ,2]). The IPI score varies from 0 (no factor
met) to 5 (all factors met), and patients are classified from low-
risk (IPI score of 0–1) to high-risk (IPI score of 4–5). This score is
easy for clinicians to calculate and use to determinate the appropri-
ate treatment approach.
Clinicians can also establish cutoffs from a continuous prognos-

tic index to classify patients into different risk groups. For exam-
ple, a continuous prognostic index was developed for patients with
mantle cell lymphoma (11). The Mantle Cell Lymphoma–IPI
score defines 3 risk groups: high-risk patients with a score of 6.2
or higher, intermediate-risk patients with a score of 5.7 to less
than 6.2, and low-risk patients with a score of less than 5.7. This
score is more complex for clinicians to use, requiring a calculator
to determine the risk group.
Some prognostic models provide a probability for reaching spe-

cific outcomes rather than defining patients into predefined risk
groups. For example, the International Metabolic Prognostic Index
(IMPI) was developed for DLBCL patients (12). The IMPI pro-
vides a continuous risk score that estimates the probability of 3-y
PFS based on factors such as metabolic total volume, age, and
Ann Arbor stage. Instead of categorizing patients into risk groups
such as low, intermediate, or high, the IMPI assigns a numeric
score to each patient, and this score is associated with a probability
of PFS. The calculation of this probability cannot be performed
manually by the clinician; a tool was therefore developed for this
purpose. The clinician specifies the value of the patient for each
parameter, and the tool calculates the probability. Thus, a 30-y-old
patient with a metabolic total volume of 250 cm3 and an Ann
Arbor stage of III has a 3-y PFS of 80% whereas a 60-y-old
patient with a metabolic total volume of 500 cm3 and an Ann
Arbor stage of IV has a 3-y PFS of 69%. This approach can offer
a more personalized risk assessment and can improve clinical
decision-making compared with predefined risk groups. However,
it is essential to validate individual probability models rigorously
and ensure that they demonstrate a robust predictive performance
across diverse patient populations and clinical settings.

HOW TO COMPARE VALUES OF DIFFERENT
PROGNOSTIC INDICES

Most prognostic indices use predefined risk groups. High-risk
patients may require alternative treatment strategies such as

chimeric antigen receptor T-cell therapy or bispecific antibody in
lymphoma, whereas low-risk patients may benefit from less inten-
sive therapies, thus avoiding unnecessary toxicities. Therefore, it
is crucial to define the purpose of the prognostic indices and to
define the target population for which the prognostic index is
intended. Describing the proportion of patients in each risk group
provides information on the clinical relevance and applicability of
prognostic indices. This descriptive analysis allows the identifica-
tion of similarities and differences in risk stratification between
different prognostic indices.
To get a comprehensive picture of the prognostic indices, it is

essential to describe the outcome for each prognostic index. For
time-to-event outcome, several measures should be described,
such as median survival time, survival probabilities at specified
time points (e.g., 1-y PFS and 3-y OS), and hazard ratio (HR)
between risk groups. Kaplan–Meier curves of time-to-event out-
come can be presented by risk group for each prognostic index.
Jelicic et al. (8) described the distribution of patients according to
3 risk-group models as well as the 3- and 5-y OS. Kaplan–Meier
curves were also generated for the 13 prognostic indices.
If the prognostic indices are continuous, it could be interesting

to check the correlation between them. Several statistical methods
can be used to assess the strength and direction of the relationship
between continuous prognostic indices. Common correlation coef-
ficients include the Pearson correlation coefficient and the Spear-
man rank correlation coefficient. Whatever the statistical method,
a correlation coefficient close to 1 indicates a strong positive cor-
relation, meaning that the prognostic indices tend to move
together, whereas a correlation coefficient of 0.3–0.7 indicates a
moderate positive correlation. A weak positive correlation is
observed with a correlation coefficient of 0–0.3.

HOW TO COMPARE MODELS ON WHICH PROGNOSTIC
INDICES ARE BASED

Comparing prognostic indices involves a systematic process to
evaluate their performance, reliability, and clinical utility. Several
performance measures can be used to compare prognostic indices
(13) and are summarized in Table 1.
First, the likelihood ratio test can be used to compare the fit of 2

models when one is nested within the other. This statistical
method is also often used in multivariable regression analysis
(stepwise regression) to reduce model complexity and improve
interpretability. It is particularly useful when one has fitted a more
complex model and wants to assess whether a simpler model fits
the data as well as the complex one. For example, the prognostic
index from the PRIMA trial (14) (including b2-microglobulin and
bone marrow involvement) is a simplified scoring system in de
novo follicular lymphoma and is nested within the Follicular
Lymphoma International Prognostic Index score (including b2-
microglobulin, bone marrow involvement, hemoglobin, age, and
longest diameter of largest involved node). The likelihood ratio
test can be used to compare PRIMA Prognostic Index scores with
Follicular Lymphoma International Prognostic Index scores and to
assess whether the former fits the data as well as the latter. The
question is whether the 3 parameters (hemoglobin, age, and lon-
gest diameter of largest involved node) not included in the PRIMA
Prognostic Index score significantly improve the fit to the data.
The Akaike information criterion (AIC) and the Bayesian infor-

mation criterion (BIC) can also be used to compare models (not
necessarily nested) and determine which best balances goodness
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of fit and model complexity. For nonnested models, the likelihood
ratio test cannot be used and only the AIC and BIC can be inter-
preted to define which model is best. A lower AIC indicates a bet-
ter trade-off between model fit and complexity. It is crucial to
have the same sample between prognostic indices to assess the
AIC and BIC. For example, the IMPI (12) and IPI scores are non-
nested models because metabolic tumor volume is included in the
IMPI score and not in the IPI score, and lactate dehydrogenase,
performance status (Eastern Cooperative Oncology Group score),
and extranodal involvement are included in the IPI score but not
in the IMPI score. Age and Ann Arbor stage are common between
both scores but are considered differently. AIC was used in this
study, and IMPI was defined as better than IPI in the prediction of
outcomes.
As shown previously, the performance of each prognostic index

can be assessed with different statistical metrics such as C-index,
calibration plots, Brier score, sensitivity, specificity, positive pre-
dictive value, and negative predictive value. Jelicic et al. (8) com-
pared 13 prognostic indices in DLBCL. On the basis of statistical
metrics, the 3 best models were National Comprehensive Cancer
Network–IPI, DLBCL Prognostic Index, and modified National
Comprehensive Cancer Network–IPI, with a lower AIC and BIC
indicating a better model fit and a higher AUC/C-index indicating
better model discrimination.
To assess the prediction increment when a new biomarker is

incorporated, several statistical methods can be used. The improve-
ment in the AUC with the new prognostic index compared with the
old one can be difficult to demonstrate. The Net Reclassification
Index (15) is another way to measure the improvement in risk pre-
diction performance when a new prognostic index is compared
with the old one. It evaluates whether the new prognostic index
correctly classifies patients into higher or lower risk categories
compared with the old prognostic index. Even if the net

reclassification improvement is easy to calculate, several limitations
were identified such as the dependence on arbitrary risk categories
and sensitivity to the choice of cutoffs for the category-based Net
Reclassification Index, the potential for misinterpretation of the Net
Reclassification Index (in terms of discrimination or calibration,
whereas it assesses reclassification improvement only), and the use
of the category-free Net Reclassification Index, which may lose the
clinical intuition (16–18).

HOW TO EVALUATE CLINICAL IMPACT BETWEEN
PROGNOSTIC INDICES

All these statistical measures give information about model
improvement between prognostic indices but do not assess clinical
impact. To assess clinical utility, it is necessary to calculate the net
benefit (19, 20), which assesses the clinical relevance and useful-
ness of a prognostic model by quantifying the balance between
benefits and harms. Net benefit is based on the proportion of justi-
fied interventions (true positives, or correctly identified outcomes)
minus the proportion of unnecessary interventions (false positives,
or incorrectly identified outcomes). This statistic assigns a weight
to the proportion of unnecessary interventions. A highly effective
intervention with few side effects suggests the use of a low weight.
Different clinicians might prefer to use different weights to evalu-
ate the performance and clinical impact of the prognostic index
across a spectrum of decision scenarios. A positive net benefit sug-
gests that using the prognostic index leads to more appropriate
treatment recommendations than treating all patients or treating
none.
After calculating performance measures (calibration, discrimi-

nation, and prediction error), Geloven et al. (21) generated a deci-
sion curve showing the net benefit for predicting breast cancer
recurrence within 5 y. Among the 115 patients with an event pre-
dicted by the model, 34 were correctly identified as high-risk and

TABLE 1
Interpretation of Performance Measures

Measure Interpretation Warning

Likelihood ratio test (for nested
models only)

Significant result: complex model gives
better results than simpler model; no
significant result: simpler model fits data
as well as complex one

Depends on specific context of study and
incidence of outcome in population

AIC and BIC (for nested and
nonnested models)

Lower AIC and BIC indicates better trade-off
on model fit and complexity; prognostic
index with lowest AIC and BIC is best

Calibration (Brier score) Brier score closer to 0 means excellent
calibration; prognostic index with lowest
Brier score is best

Discrimination (AUC and
C-index [survival analysis])

Higher AUC indicates better discriminative
ability; higher C-index indicates better
discriminative ability

Clinical risk reclassification
(categoric and category-free
Net Reclassification Index)

Not recommended

Net benefit Positive net benefit suggests that using
prognostic index leads to more
appropriate treatment recommendations
than treating all patients or treating none

Calculate net benefit according to
different weights to proportion of
unnecessary intervention in order to
evaluate performance and clinical
impact across spectrum of decision
scenarios
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were recommended for chemotherapy (benefit), and 81 were incor-
rectly identified as high-risk and were overtreated (harm). If we con-
sider a weight of 0.2 (20%) (Fig. 3A) in the proportion of
unnecessary intervention, the net benefit is 0.014 [34 2 (813 0.2)],
indicating that there will be 14 net benefiting patients when the pre-
diction model is applied to 1,000 patients. If we consider a weight of
0.3 (30%) (Fig. 3B), indicating that we have more side effects with
the chemotherapy, the net benefit is 0 [34 2 (813 0.3)], indicating
that no net benefit is expected with the prediction model.

HOW TO VALIDATE A PROGNOSTIC INDEX

Prognostic indices have been increasingly being developed and
published over the last decade in oncology, but few were exter-
nally validated.
Internal validation is used by splitting the dataset into a training

subset (used for model development) and a validation subset (used
for model evaluation). The training set is used to select relevant
prognostic factors and build the prognostic index, whereas the vali-
dation set is used to assess its performance (discrimination, calibra-
tion, and prediction error). However, some risk of overfitting exists
with internal validation. To limit this risk, several statistical
approaches can be used, such as bootstrapping, cross-validation, or
penalized regression methods (e.g., LASSO [least absolute shrinkage
and selection operator] regression). However, these approaches pro-
vide information on the reproducibility of the prognostic index and
not on the generalizability. Only external validation can provide evi-
dence of the generalizability to various patient populations (22).
Validating a prognostic index (22, 23) involves assessing its

performance, reliability, and generalizability using independent
datasets (from other clinical trials or real-life data). External vali-
dation is crucial to assess the generalizability of the prognostic
index compared with other prognostic indices across different
patient cohorts and clinical settings. Real-world data validation
can demonstrate the prognostic index’s performance outside the
controlled environment of clinical trials. Thieblemont et al. (7)
used different cohorts (GOYA and PETAL trials as well as real-
life data) to validate the combination of total metabolic tumor vol-
ume with Eastern Cooperative Oncology Group developed initially
with data from the REMARC study (3).
A 22-item checklist was provided in the TRIPOD statement (24)

to improve the reporting of studies developing, validating, or updat-
ing a prediction model for either diagnostic or prognostic purposes.

HOW TO IDENTIFY A PREDICTIVE MEASURE

A predictive measure is an indicator of how likely a patient is to
respond to a specific treatment. A biomarker will be defined as pre-
dictive if the interaction between it and the treatment group is

significant. This result can be observed in
exploratory analyses. Mok et al. (4)
observed a significant interaction (P ,
0.001) between treatment and EGFR muta-
tion, meaning that PFS was significantly
longer among patients receiving gefitinib in
the mutation-positive subgroup. To formally
demonstrate the predictive value of this bio-
marker, it is crucial to perform a dedicated
clinical trial.
Before initiating a clinical trial, it is

important to have a clear hypothesis regard-
ing the potential predictive value of the bio-

marker. This hypothesis should be based on preclinical evidence,
exploratory analyses, or a biologic rationale suggesting that the bio-
marker may be associated with treatment response, disease progres-
sion, or clinical outcomes. The future clinical trial should incorporate
the biomarker assessment as an integral component of the study proto-
col. In our example, the hypothesis was based on exploratory analyses
showing that gefitinib is better than carboplatin-paclitaxel in patients
selected by EGFR mutation. To demonstrate the predictive value of
EGFR mutation, 2 clinical trials (25, 26) including patients with only
EGFR mutation were performed. Significant results were observed in
favor of gefitinib, confirming the need to use gefitinib in patients
selected by EGFR.
Another approach was used to demonstrate treatment effect in

the overall population and in a specific subgroup. The predictive
biomarker is present in the study to manage the possibility that
the treatment effect might be observed only in the subgroup. In
this case, subgroup analysis should be prespecified in the study
protocol to minimize the risk of bias and data-driven results.
Defining coprimary endpoints requires careful consideration and
should adhere to certain principles to ensure scientific rigor and
interpretability of study results. Statistical methods for handling
multiple comparisons should be clearly outlined to avoid inflated
type I error rates.
Cappuzzo et al. (27) performed a placebo-controlled phase 3

study to assess use of erlotinib as maintenance therapy in patients
with nonprogressive non–small cell lung cancer after first-line
platinum-doublet chemotherapy. Coprimary endpoints were PFS
in all patients, irrespective of EGFR status, and PFS in patients
with tumors that overexpress EGFR. Interpretation of each
coprimary endpoint included adjustments for multiplicity (3% for
PFS in all patients and 2% for PFS in the subgroup with EGFR) to
control an overall 2-sided 5% type I error rate. Median PFS was
significantly longer with erlotinib than with placebo in the overall
population (HR, 0.71; 95% CI, 0.62–0.82; P , 0.0001) and in
patients with EGFR-positive immunohistochemistry (HR, 0.69;
95% CI, 0.58–0.82; P , 0.0001). Despite the significant results,
the predictive value of EGFR immunohistochemistry status was
not demonstrated in this clinical trial, mainly because of absence
of treatment effect assessment in patients with EGFR-negative
immunohistochemistry (Table 2). The predictive value of EGFR
immunohistochemistry status would be demonstrated if significant
results were observed in the subgroup and not in the overall popu-
lation. This example shows limitations in demonstrating the pre-
dictive value of the biomarker.
The study design illustrated in Figure 4 could be used to demon-

strate a significant interaction (defined as a primary endpoint)
between the biomarker result and the treatment. The use of this
study design has several advantages such as demonstration of a

FIGURE 3. Decision curve showing net benefit according to 2 different thresholds: weight of 20%
for proportion of unnecessary intervention (A) and weight of 30% for proportion of unnecessary inter-
vention (B). NB5 net benefit. (Reprinted with permission of (21).)
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significant interaction or observation of a treatment benefit in one
subgroup but not in the other. Each subgroup should be random-
ized to ensure that potentially confounding variables are balanced
across treatment groups, reducing the risk of bias in the estimation
of treatment effects. We can wonder what the differences are
between a study design with interaction and a study design with
randomization stratified by the biomarker. The major difference
between the 2 study designs is the primary criterion. The first
investigates interaction effects between treatment and biomarker,
whereas the second assesses the treatment effect on ensuring a bal-
anced allocation across treatment groups within biomarker

subgroups. Sample size should be calculated to ensure that the
study is adequately powered to detect meaningful interaction
effects.
Gregorc et al. (28) performed a biomarker-stratified randomized

phase 3 trial in which the primary criterion was the existence of
a significant interaction based on OS between the serum protein
test classification and treatment. The interaction was significant
(P 5 0.017), with worse survival with erlotinib than with chemo-
therapy (standard treatment) in non–small cell lung cancer patients
with a proteomic test classification of poor (HR, 1.72; 95% CI,
1.08–2.74; P 5 0.022) and no significant difference in patients
with a proteomic test classification of good (HR, 1.06; 95% CI,
0.77–1.46; P 5 0.71). It was expected that patients treated by erlo-
tinib would survive longer than chemotherapy patients in this last
subgroup (classification of good), which was not the case. On the
contrary, the results were paradoxic in showing a tendency for
erlotinib to be inferior to chemotherapy on PFS (HR, 1.26; 95%
CI, 0.94–1.69; P 5 0.129). The trial did not show erlotinib to be
superior in patients with a proteomic test classification of good,
even if the interaction was significant. Therefore, it is not possible
to conclude that this biomarker has predictive value. This example

illustrates the fact that a significant interac-
tion only is not sufficient to validate a pre-
dictive biomarker.
Despite hundreds of publications on

prognostic or predictive indices, relatively
few of them find their way into routine
clinical use. van Royen et al. (29) illus-
trates this loss of prognostic indices with a
very interesting leaky pipeline for prog-
nostic model adoption (Fig. 5).

CONCLUSION

This article provides an overview of the
development and validation of a new prog-
nostic index. It is crucial to understand
that prognostic and predictive measures
have distinct meanings and, therefore, dif-
ferent clinical uses. By systematically
evaluating the discrimination, calibration,
clinical utility, comparative performance,
and validation of a prognostic index, we

FIGURE 4. Study design with interaction. BM- 5 bone marrow–negative;
BM1 5 bone marrow–positive; R5 randomization; S5 standard of care.

TABLE 2
Interpretation of Results to Know Whether Biomarker Is Predictive

Treatment benefit

Overall population Patients EGFR-positive Patients EGFR-negative Interpretation

Yes Yes Not done (in study) Treatment benefit not demonstrated in patients
with negative biomarker because of low
proportion of patients with negative biomarker
OR very high treatment benefit observed in
patients with positive biomarker; loss of
predictive marker

No Yes No Treatment benefit proven in EGFR-positive
subgroup; predictive biomarker demonstrated

Yes Yes Yes Treatment benefit demonstrated in overall
population as well as in each subgroup;
predictive biomarker not demonstrated

FIGURE 5. Prognostic model adoption pipeline. (Reprinted with permission of (28).)
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will have relevant information about strengths, limitations, and
potential applications in clinical practice. A prognostic index
should not be used to decide on specific therapies for patients, in
order to avoid incorrectly depriving them of a potentially useful
treatment. A predictive biomarker can be used to decide on a treat-
ment strategy, but a formal impact trial should be performed to
obtain definite evidence of the usefulness of a prediction model for
clinical decision-making. Future studies on predictive factors might
give rise to novel individualized treatment strategies. It is necessary
to develop a framework that allows the continuous updating of risk
assessments as new data become available. Le Gouill et al. (30)
mentioned that a PET-driven approach based on changes in
SUVmax can provide early identification of patients with a high risk
of relapse, for whom innovative therapeutic solutions are needed.
Kurtz et al. (31) described a method to dynamically determine out-
come probabilities for individual patients using risk predictors
acquired over time. Continuous iteration and improvement of the
dynamic risk profiling framework through incorporation of addi-
tional data may enhance accuracy and reliability. This process may
involve recalibrating the prognostic index, retraining machine
learning models, or adjusting statistical parameters to reflect the lat-
est information.
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